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I. INTRODUCTION

Machine learning (ML) has achieved impressive success in a
variety of fields [3], [6], [8], [15], [19]. It is widely recognized
that increasing model parameters can enhance ML model
capabilities [18]. As a result, the sizes of ML models have
grown exponentially in recent years. However, this expansion
in model parameters introduces computational and memory-
related challenges. Mixture-of-Experts (MoE) has emerged as
a potential solution to mitigate computational costs [13], [20],
[26], [31]. In traditional dense models, the computational cost
increases linearly with the model size since all parameters are
involved in the training process. MoE models differ from
traditional dense models as they partition and selectively
activate a subset of parameters, resulting in improved model
quality without substantially increasing computational costs.
However, MoE models require additional memory capacity,
leading to the adoption of high-capacity, expensive HBM for
quick off-GPU memory access. As GPU memory has not scaled
proportionately, it has given rise to the challenge known as the
GPU memory wall [28]. Memory expansion techniques can
help overcome the GPU memory wall challenge by enabling
GPUs to access remote memory. Although memory expansion
has been studied for decades, it has not been explored in the
context of training MoE models. This study aims to investigate
a range of memory expansion design options, with the goal
of optimizing both performance and performance per cost for
training 1 trillion parameter MoE models.

II. BACKGROUND

Various techniques have been proposed to overcome the
GPU memory wall.

Memory Optimization Techniques. ZeRO [27] is a repre-
sentative memory optimization technique. ZeRO-DP optimizes
the model states by partitioning model parameters and removing
replicates while ZeRO-R optimizes the residual states. ZeRO-
DP has three stages: ZeRO-1, ZeRO-2, and ZeRO-3. Fully-
sharded data parallelism (FSDP) [5], [24], [36] is a library
similar to ZeRO-3 that enables parameter sharding. Other
previously proposed memory optimization techniques include
memory-efficient optimizers [2], [32], recomputation [7], [25],
[33], and memory harvesting [9].

Memory Offloading Techniques. The key idea behind
memory offloading is to offload model parameters or optimizer
states to remote memory, which is located away from local
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GPU memory. ZeRO-offload [29] alleviates the pressure on
GPU memory by offloading optimizer states to CPU memory.
ZeRO-Infinity allows GPUs to utilize CPU memory and NVMe
memory in addition to their local HBM memory [28].

Memory Disaggregation for Distributed Training. While
similar to memory offloading in terms of utilizing remote
memory, memory disaggregation assumes a unified address
space and seamless data access with cache-coherent net-
works. Memory disaggregation has been studied for several
decades [10], [17], [21]. However, due to the absence of
cache-coherent memory networks, earlier designs were closer
to memory offloading relying on RDMA and paging mech-
anisms [1], [16], [22], [30]. CXL arises as a fundamental
solution, enabling genuine memory disaggregation by providing
memory expansion, a unified address space, coherency, and
high performance.

III. MEMORY EXPANSION DESIGN OPTIONS

In this study, we consider both memory offloading and
memory disaggregation as memory expansion techniques. We
evaluate the performance of four memory expansion designs
inspired by current systems from CPU/GPU vendors, as
illustrated in Fig. 1. The configurations for these design options
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Fig. 1: Memory expansion design points.

Peak Perf Local Mem BW Remote Mem BW GPU Link BW
1 2048 TFLOPS 4096 GB/sec 128 GB/sec 900 GB/sec
2 2048 TFLOPS 4096 GB/sec 512 GB/sec 900 GB/sec
3 2048 TFLOPS 4096 GB/sec 900 GB/sec 512 GB/sec
4 2048 TFLOPS 4096 GB/sec 900 GB/sec 900 GB/sec

TABLE I: Memory expansion design point configurations.



Memory Offloading Per-GPU Required
HBM Capacity

Per-GPU Required
Remote Memory Capacity

Conservative 16.3GB 72.9GB
Aggressive 6.25GB 82.9GB

TABLE II: Required memory capacity when training MoE.

are shown in Table I. To simulate future GPU architectures,
we set the peak performance of GPUs to 2048 TFLOPS and
local memory bandwidth to 4096 GB/s for all design options.

1 Per-node Expansion [11], [14]. The system consists
of CPU-GPU nodes, with each node comprising four GPUs
connected to a CPU via PCIe. GPUs use the CPU-side memory
as remote memory and a portion of the trained model can be
offloaded there. The GPUs are interconnected through a high-
bandwidth network, such as NVLinks.

2 Per-GPU Expansion [4]. Similar to per-node expansion,
but each GPU also has CXL-attached remote memory. GPUs
do not access CPU memory or other GPUs’ memory.

3 & 4 Integrated-Chip Expansion [12], [23]. This
system includes an integrated chip comprising a CPU and
a GPU, connected through a high-speed interconnect with a
900 GB/s bandwidth. The CPU-side memories can offer a total
bandwidth of 1000 GB/s, accessible by the GPU via the chip-
to-chip interconnect. To attain enhanced performance, multiple
integrated chips can be interconnected. Network connections
can be established using either CPUs ( 3 ) or GPUs ( 4 ).

IV. METHODOLOGY

Workloads. We evaluate MoE with two distinct memory of-
floading configurations. In particular, we utilize the DeepSpeed-
MoE model [26] with 1T parameters with 256 GPUs. MoE is
modeled in the form of directed acyclic graphs, where nodes
represent memory access, computation, and communication,
derived from real-world models.

Simulator. We use ASTRA-sim [35] to evaluate the four
different architectures due to its capability to run training tasks
while adjusting system design parameters. GPUs are modeled
with a roofline model [34]. Local memory access is modeled
as part of the roofline model, under the assumption that it is
pipelined with computation, while remote memory access is
modeled with a simple bandwidth model.

Memory Offloading Options. We evaluate two
memory offloading options: conservative and aggressive.
Conservative keeps weights and activation checkpoints
in GPU HBM memory while pushing back and popping
recomputed activations from remote memory. In contrast,
aggressive retains weights, activation checkpoints, and
recomputed activations in remote memory, pulling them into
GPU HBM memory layer-by-layer and writing them back to
remote memory after computation. Aggressive minimizes
the required per-GPU HBM capacity while maintaining
efficient memory management during training. Table II
presents the per-GPU required memory capacity to train the
MoE model with each of the offloading options.

V. EVALUATION

Fig. 2 shows the normalized training time for the MoE
model using four memory expansion designs and two memory
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Fig. 2: Normalized execution time to train MoE.

offloading options. The execution time is normalized with
respect to the per-node memory expansion ( 1 ) with the
conservative offloading. Each bar is divided into four
segments: compute time, exposed local memory access time,
exposed remote memory access time, and exposed communi-
cation time. We refer to any memory access or communication
time that is not overlapped by computation as ”exposed”. Such
exposed time components directly contribute toward execution
time. In every design, conservative is illustrated on the
left, whereas aggressive is shown on the right with hatches.

For the conservative results, remote memory access
time becomes a bottleneck in 1 due to its low remote memory
bandwidth, which stems from the PCIe constraint. When the
remote memory bandwidth surpasses 512GB/s, communication
is the limiting factor, rather than remote memory access time,
in most cases. 2 outperforms 3 owing to its superior network
bandwidth. 4 presents the best performance due to the highest
remote memory bandwidth and GPU link bandwidth.

With the aggressive offloading option, 1 ’s training is
2.82× slower, but the performance slowdown decreases to
1.48× in 4 due to its outstanding remote memory bandwidth.
Aggressive incurs a minor performance reduction because
of high remote memory bandwidth, allowing for a 61.6%
per-GPU capacity reduction of the costly HBM component.
This shows that high-bandwidth to remote DDRs opens up
an opportunity for aggressive memory offloading, reducing
the required local HBM capacity. Interestingly, aggressive
enables 3 to surpass 2 in performance, contrasting their
conservative results. This indicates that CXL-based direct
memory expansion performs comparably to NVLink-based
memory systems when memory bandwidth requirements are
low but performs worse when the requirement is high.

VI. CONCLUSION

In this study, we evaluated four memory system design
options in distributed training to tackle the GPU memory
wall. Our evaluation revealed several key findings. Firstly,
remote memory access time and communication time emerge
as major performance bottlenecks when training MoE models.
Secondly, the aggressive offloading option reduces local
HBM memory requirements by 61.6%. Lastly, we observe
that per-GPU memory expansion architectures will be able
to deliver comparable performance to high-end integrated
chip systems when memory bandwidth requirement is low
(conservative). We plan to continue this study to cover
pooled memory systems with more workloads and parallelisms.
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