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Abstract
With Intel’s announcement to discontinue its Optane DC Per-
sistentMemory (DCPMM) in July 2022, it’s time to learn from
our existing experience and look to its future. In this paper,
we have 1) carried out a survey of public reports from organi-
zations to understand how they utilize DCPMM; 2) measured
the performance of the DCPMM 200 series to understand
whether it could have saved the product; and 3) discussed
with corresponding developers in major IT companies. Based
on such information, we argue the memorymode of DCPMM
is worth more attention and it is necessary to study the sweet
spots for persistent memory before heavy investment.

1 Introduction
Persistent memory (PMEM), with its byte addressability and
ability to persist data, has long been a dream for I/O heavy
applications. With the release of Intel Optane DC Persistent
Memory 100 series [8], on April 2017, both academia and in-
dustry have been drawn to it. However, Intel’s announcement
to discontinue this product in 2022 has put PMEM to question
– Is the discontinuation temporary, maybe due to business rea-
sons or fixable technical flaws, or are there more fundamental
reasons? This paper tries to shed light on this question.
First, we have collected public reports from 33 organi-

zations in various industries. Our analysis shows that 37%
of PMEM is deployed in the memory mode, usually due to
PMEM’s larger capacity and lower cost than DRAM. 48% of
PMEMare configuredwithpersistence in theapp-directmode,
and they’re mostly used in databases and key-value stores.
15% of the cases exploit both modes.

Second, since the DCPMM 200 series became available
shortly before the announcement, we wonder if it could have
saved PMEM.We did experiments around 200 series’ key fea-
ture of eADR, and measure the bandwidth.. The results show
that non-flushed stores are only 14.3% faster than flushed
stores of the 100 series. This suggests that 200 series is perhaps
an incremental improvement rather than major revolution.
Third, we have discussed with corresponding developers

in three major IT companies, which have revealed both po-
tentials and obstacles for PMEM techniques. For example,
one company observes SSDs can already provide satisfactory
throughput and latency for its applications.

Based on such information, we have made two recommen-
dations to move forward. First, given the popularity of the
memorymode, it isperhapsworthmoreattentionasaseparate
product. Second, it is necessary to carry out a study to under-
stand the “sweet spots” for PMEMs since some applications
may not need a higher performance but prefer a lower cost.

2 Survey of PMEMEcosystems
We collect 33 public reports from organizations in various
areas. The reports describe each company’s applications, use
cases, and results of using DCPMM [1].
About 27.3% of the cases deploy PMEMs for research pur-

poses. These are often supercomputer clusters established by
universities or institutes. The second biggest portion is from
Cloud providers that take up 24.2% of the instances. Several
major Cloud platforms have included PMEM in their services
including Alibaba Cloud [2] andMicrosoft Azure [3]. Apart
from these two categories, various fields make up the other
half of the share including Finance [11], Communication com-
panies [14], etc. The diversity indicates that PMEM is viewed
as a potential product by a wide spread of fields.

Use Cases

# 
In

st
an

ce
s

0

2

4

6

8

10

Infrastructure Database Cloud HPC Deep Learning

App-direct Memory Both Unknown

Figure 1. Distribution of Applications in Survey of Intel
Optane DC Persistent Memory.

Wecategorize the applications in Figure 1. The top category
is High Performance Computing (HPC), which corresponds
to the aforementioned supercomputer clusters. The second
category is database. Among this category, Sap Hana Data-
base [7] and Redis [13] are the most adopted. Besides them,
PMEM is also involved in building memory node and storage
node in clouds and company IT infrastructures. Though AI
and Deep Learning workloads prevail in research, we don’t
find many instances using PMEM at present.
We further summarize the PMEMmode configuration in

each case. As shown in Figure 1, among the 27 knonwn cases,
about 37% cases are deploying DCPMM in memory mode as
a DRAM expansion due to its larger capacity [5, 9] and lower
total cost of ownership (TCO) [10]. In contrast, 48% cases use
the app-direct mode and 15% cases exploit both modes.
For cases that configure PMEM in the app-direct mode,

databases and key-value stores are the most common and
closely relevant applications. Besides, the systems often lever-
age theoptimized I/Opathbymemorymapping anddirect I/O.

3 200 Series vs. 100 Series
The200 series becamepublicly available aboutoneyearbefore
the discontinuation announcement, which gives academia
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and industry little time to fully evaluate its potential. Thuswe
did a series of experiments between 100 and 200 series to fill
the gap. While we have done a comprehensive measurement,
due to space limitation, here we mainly compare 200’s eADR
performance with 100s’ ADR performance.
Experimental Setup. Our DCPMM 200 series machine is
equipped with a Ice Lake Processor of 56 cores, 256GB of
DRAM, and a total of 2TB PMEM from 8x 256GBDIMMs. Our
100 series machine has a Cascade Lake Processor of 48 cores,
192GB DRAM, and a total of 1.5TB PMEM from 12x 128GB
DIMMs.We use PMDK [12] version 1.11.1 .
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Figure 2. ADR vs. eADR on Sequential Write. 200S-X-Est
is estimated 12-DIMM performance, as 200S-X * 1.5.

The 100 series guarantees persistence of the DIMMs but
not the cache, so it requires explicit cacheline flush followed
by a memory barrier to make persistent, ordered stores. This
consequently restricts the performance and complicates the
programmingmodel. The 200 series supposedly gets rid of the
flush by making everything inside the cache persistent from
eADR feature. So we compare 200 series doing non-flushed
stores and 100 series’ doing flushed stores.
Figure 2 presents FIO [4] sequential workload with 200

series doing non-flushed stores and 100 series doing flushed
stores. 200 series can deliver up to 50%more bandwidth when
the number of concurrent worker threads is low (≤ 2). As
the experiment scales up, 200 series is 24% worse than 100
series. With the estimated 12-DIMM performance, the 200
series outperforms the 100 series by at most 14.3%. Concur-
rent accesses bring pressure toCPU caches. As a consequence,
data in XPLine (256B) [6, 15] are evicted prematurely, mag-
nifying the write amplification [6]. Thus the performance is
close to the flushed store of the 100 series. Besides, the clwb
instruction added to the ISA in Ice Lake is allegedly more
efficient, diminishing the advantages of non-flushed stores.
Given the improvement is not significant, we believe the 200
series would not change the fate of DCPMM.

4 Discussions with Industrial Developers
We reached corresponding developers in three major IT com-
panies for a detailed discussion. While it provides valuable
information, it should only be taken as a grain of salt, since
even inside the same company, opinions may differ.
First, two companies are interested in high-density and

low-cost memory, because a variety of applications prefer a

high memory capacity with a low cost but do not require a
bandwidth as high as DRAM.
Second, two companies are interested in the persistent

mode of PMEM (i.e., app-direct mode), one for cloud drives
and one for databases, but they admit fully utilizing PMEM
would require a significant re-design of the applications. The
remaining company observes SSDs already provide satisfac-
tory latency and throughput for their applications.

Finally, theypresenta fewdetailedobstacles toadoptPMEM,
including cost, Intel as the only major vendor, and higher per-
formance variance under high load compared to DRAM.

5 Looking back and forward
Based on the above information, we discuss the following
aspects:
• Memory vs Persistent mode: Given the popularity of using
PMEMinmemorymode,maybe it’sworthwhilepositioning
high-density and low-cost memory as separate products.
It’s unclear to us why Intel decided to include both mem-
ory mode and app-direct mode in one product in the first
place, but considering the fact that Optane can only be used
with Intel’s expensive high-end CPUs with the support for
persistence related features, people only interested in the
memory mode may not be willing to pay such extra cost.

• What is the “sweet spot”? While many of the issues dis-
cussed above, such as cost and software complexity, may be
addressed by technical improvement and research efforts,
“no need for higher throughput or lower latency” is a fun-
damental issue questioning the future of PMEM. During
the discussion, we find industrial applications often have a
desired space, bandwidth, and latency: a good matching of
these factors inhardware canminimize cost but an improve-
ment in one factor might just cause a waste of resource. For
example, suppose an application has 2TB of data and needs
a sustained bandwidth of 2GB/s, then a storage device with
2TB of space and 2GB/s of bandwidth would be a good
match. By installing two same devices, a device with 1TB
of space and 1GB/s of bandwidthwould workwell, a device
with 2TB of space and 1GB/s of bandwidth would cause a
waste of space, and a device with 1TB of space and 2GB/s of
bandwidthwould cause awaste of bandwidth.Hence, to un-
derstand the potentials of PMEMs, it’s critical to carry out a
study about the desired performance of industrial applica-
tions and identify the “sweet spots” for PMEMs. Before that,
blindingly improving PMEM performance (via hardware
improvement or software re-design) may not be beneficial.
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